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ABSTRACT

Objective: Dynamic PET imaging is extensively used in brain imaging to estimate parametric maps. Inter-frame motion can substantially disrupt the voxel-wise time-activity curves (TACs), leading to erroneous maps during kinetic modelling. Therefore, it is important to characterize the robustness of kinetic parameters under various motion and kinetic model related factors.

Methods: Fully 4D brain simulations ([15O]H2O and [18F]FDG dynamic datasets) were performed using a variety of clinically observed motion patterns. Increasing levels of head motion were investigated as well as varying temporal frames of motion initiation. Kinetic parameter estimation was performed using both post-reconstruction kinetic analysis and direct 4D image reconstruction to assess bias from inter-frame emission blurring and emission/attenuation mismatch.

Results: Kinetic parameter bias heavily depends on the time point of motion initiation. Motion initiated towards the end of the scan results in the most biased parameters. For the [18F]FDG data, k4 is the more sensitive parameter to positional changes, while K1 and blood volume were proven to be relatively robust to motion. Direct 4D image reconstruction appeared more sensitive to changes in TACs due to motion, with parameter bias spatially propagating and depending on the level of motion.

Conclusion: Kinetic parameter bias highly depends upon the time frame at which motion occurred, with late frame motion-induced TAC discontinuities resulting in the least accurate parameters. This is of importance during prolonged data acquisition as is often the case in neuro-receptor imaging studies. In the absence of a motion correction, use of TOF information within 4D image reconstruction could limit the error propagation.

1. Introduction

Dynamic positron emission tomography (PET) is extensively used in neuro-receptor and brain imaging to probe a number of functional aspects of the living brain. Following data acquisition, the time course of the activity distribution can be modelled to derive pharmacokinetic parameters related to metabolism, blood flow, oxygen utilization and different aspects of neurotransmission amongst others. Due to the long data acquisition lasting frequently over 1.5 h, voluntary and involuntary, inter- as well as intra-frame head motion can significantly affect and distort the regional and voxel-wise time activity curves (TACs). Voluntary motion occurs as a result of the patient taking a new posture to alleviate aches and pressure points from prolonged positioning to an uncomfortable posture (mostly young children in paediatric PET and elderly people), interacting with scanning personnel (during injection, moving feet to new position or positioning of a feet or other rest, talking) or in response to a verbal or other activation paradigm (speech tasks or movement of extremities). On the other hand, involuntary movements involve slow as well as rapid changes in the head posture. Slow changes are often caused by the subject gradually relaxing as the scan progresses, or even falling asleep and can account for translations in excess of 15 mm due to the head slowly drifting. Rapid involuntary changes in the head posture can be caused by sneezing, coughing or instinctively responding to unexpected external stimuli. On top of that, such rapid movements can be originating from the pathology of the subject, such as in patients with Tourette...
syndrome, Parkinson or epilepsy [1–6].

Methods to minimize potential head motion include the use of head immobilization and restraining equipment (thermoplastic masks, forehead and chin velcro restraints, stereotactic head fixation). However, such equipment, depending on the rigidity of the fixation, could also contribute to additional movement as the subject could try to alleviate pressure points and aches. Furthermore, some fixations cannot always be tolerated, especially by elderly patients and often those presenting neurological/psychiatric disorders. Therefore, a number of approaches were proposed to continuously track and subsequently correct for head motion if needed [7]. These can be divided into projection-based techniques [4,8–12] and post-reconstruction or image-based techniques [13–17]. However, image-based techniques for frame-by-frame transformations are usually tracer/activity dependent and susceptible to noise (especially in early frames). They also suffer from problems related to rigid marker fixation when optical devices are used. Alternatively, projection-based approaches can be more computationally intensive and slow to converge, have difficulties to handle out-of-field-of-view (FOV) events and are limited by the optical tracking device accuracy. Therefore, in cases where no motion correction is used or residual errors remain due to the shortcomings of the selected motion correction scheme, the errors introduced by either emission/attenuation mismatch, intra- and inter-frame motion blurring, or both, could lead to kinetic parameter errors. Motion-induced errors can substantially reduce the spatial resolution in parametric images. This is particularly of importance given that parametric maps are preferred over regional kinetic analysis when probing information from small brain structures, since they can provide kinetic parameters at the voxel level. However, even more important is that sudden changes between temporal frames can generate severe discontinuities in time-activity curves (TACs), therefore resulting in highly biased kinetic parameters especially at the boundaries of regions with high activity and attenuation gradients [8,18,19]. The impact of head rotations and translations on kinetic parameters has been previously investigated for specific tracers and for varying levels of motion [19,20]. However, given the fact that certain parameters are derived from certain parts of the TACs, some are expected to be more robust to a given motion pattern than others. This would depend not only on the magnitude of motion but also on the time when it occurs relative to the beginning of the scan and the kinetic model order (number of compartments and kinetic parameters) used. Furthermore, motion-induced errors might be different amongst kinetic parameter estimation methods. Direct parameter estimation methods have been shown to generate parametric images of improved accuracy and precision when used in brain imaging applications [21–23]. However, it has also been shown that when used in body imaging, motion-induced kinetic parameter errors tend to spatially propagate in the FOV during parameter estimation [24]. Therefore, it is of importance to investigate their behaviour in dynamic brain imaging given the different nature and magnitude of motion compared to abdominal imaging, as such algorithms have been consistently shown to supersede traditional post-reconstruction kinetic modelling approaches.

In this work, we systematically investigate the robustness of kinetic parameters against head motion in dynamic brain imaging using motion rotations and translations of varying amplitude and at different time points.

Both 1-tissue and 2-tissue kinetic models are used based on [18F] FDG and [15O]H2O kinetics. In addition, we performed realistic simulations based on externally tracked motion data recorded during patient dynamic scans. Kinetic parameter estimation was performed using both post-reconstruction kinetic analysis as well as direct 4D image reconstruction.
2. Methods

2.1. Simulated dynamic datasets

To investigate the robustness of kinetic parameters against head motion, fully 4D dynamic datasets were generated using a digital brain phantom based on the Hammersmith atlas [25,26]. Two dynamic PET protocols were simulated corresponding to typical dynamic brain $^{15}$O H$_2$O and $^{18}$F-FDG scanning sessions, representing a 1-tissue and a 2-tissue models (model order 1 and 2, respectively) (Fig. 1). For the $^{15}$O H$_2$O protocol, TACs were generated using a 1-tissue 3 parameter model ($K_1$, $k_2$, blood volume). A 360 s total scan duration was selected, rebinned into 28 frames [14 × 5 s, 5 × 10 s, 3 × 20 s, 6 × 30 s]:

$$C_T = IRF(K_1, k_2, t) \otimes C_p + bvC_p = K_1 e^{-k_2 t} \otimes C_p + bvC_p$$  \hspace{1cm} (1)

For the $^{18}$F-FDG protocol, TACs were generated using a 2-tissue model 5 parameter model assuming reversible kinetics during the course of the scan and including also a blood volume component ($K_1$, $k_2$, $k_3$, $k_4$, and blood volume). A 3300 s total scan duration was chosen, rebinned into 29 frames [9 × 10 s, 3 × 30 s, 4 × 60 s, 4 × 120 s, 8 × 300 s]:

$$C_T = IRF(K_1, k_2, k_3, k_4, t) \otimes C_p + bvC_p = \frac{K_1}{(a_1-a_2)} \left[ (k_3 + k_4-a_1) e^{-a_1 t} + (a_2 - k_3 - k_4) e^{-a_2 t} \right] \otimes C_p + bvC_p$$  \hspace{1cm} (2)

$$a_1 = \frac{(k_3 + k_4 + k_5) - \sqrt{(k_2 + k_3 + k_4)^2 - 4k_5k_6}}{2}, \quad a_2 = \frac{(k_3 + k_4 + k_5) + \sqrt{(k_2 + k_3 + k_4)^2 - 4k_5k_6}}{2}$$  \hspace{1cm} (3)

where $C_T$ and $C_p$ is the tissue and plasma activity concentrations and bv the blood volume. Frame duration and number of frames were optimized and are representative of the parameters used in the standard of care dynamic FDG and $^{15}$O H$_2$O scans. For both FDG and $^{15}$O H$_2$O simulated data, the input function was taken from patient derived arterial blood sampling data. The same input function was used for generating the simulated time activity curves and for kinetic modelling. The anatomical information of the digital phantom were generated based on a brain atlas consisting of 83 regions. To assign kinetic parameters to each region, patient brain scans were analyzed to estimate voxel-wise kinetic parameters. Subsequently, voxel-wise kinetic parameters were extracted for each region, following registration to the brain atlas, which were then averaged and uniformly assigned to each of the 83 corresponding regions in the phantom. Using the regionally averaged parameters and the operational equations presented in Eqs. (1) and (2), dynamic data were simulated for each region and for both kinetic models.

2.2. Simulated head motion

Fifteen different motion scenarios were investigated for each of the 2 kinetic models with different motion patterns during the course of a dynamic scan. Three different rotation levels at 1°, 2° and 4° around the x-axis (most commonly encountered during a scan) were simulated with the patient moving permanently to the new position [27]. The situation where the patient returned to the original position after some time had elapsed was also simulated for the 2 rotation. Each of these rotations were simulated to occur at 3 different time points relative to the start of the scan, with the time points varying between the 2 tracers due to the large difference in total scanning time between the $^{15}$O H$_2$O and the $^{18}$F-FDG scan protocols. Apart from high frequency sudden moves, the case of slow head drift was also simulated with a total rotation of 5° around the x-axis occurring at 1° steps at different time points during the scan. Finally, 2 cases were simulated representing realistic head rotations and translations at varying severity during neuro-receptor imaging studies as acquired on the HRRT scanner. The transformation parameters simulated were estimated following frame-by-frame registration using the automated image registration (AIR) software [28]. To improve registration accuracy post-smoothed non-attenuation corrected images were used, thus enabling rigid-body registration between dynamic frames by neglecting motion in the early frames [29]. The accuracy of registration was checked visually and was found to be satisfactory. This might not be the optimal approach but it worked fine and was sufficient for our study. Table 1 summarizes the motion patterns that were used, while Fig. 2 shows simulated noiseless $^{15}$O H$_2$O and $^{18}$F-FDG TACs from the substantia nigra in the central part of the brain, for each simulated motion pattern. The corresponding attenuation maps were also based on the brain atlas (gray and white matter’s linear attenuation coefficient = 0.096 cm$^{-1}$). To decouple the effect of inter-frame motion on kinetic parameters from emission-transmission mismatch, 2 cases were investigated. In the first case, the simulated attenuation maps were motion matched to the emission data during forward projection and subsequent reconstruction, hence only inter-frame motion was simulated. For that purpose, the attenuation map was rotated and translated according to the corresponding emission data for each individual frame. In the second case, the combined impact of inter-frame motion and emission/transmission mismatch was simulated. For that purpose, the emission data at each temporal frame were attenuated during forward projection using the corresponding motion-matched attenuation map but attenuation corrected during image reconstruction using the attenuation map corresponding to the reference motion-free state. Table 2

2.3. Projection data generation, image reconstruction and kinetic modelling

An in-house analytical simulator was used to generate the projection data. The analytical simulator used in this work is similar to the one implemented in the STIR package$^1$ enabling to forward project emission PET data considering photon attenuation effects and adding representative noise level. The dynamic emission images for each head motion pattern and time frame along with the corresponding attenuation images were forward projected onto a virtual scanner corresponding to the geometry configuration of the mCT PET/CT scanner (Siemens Healthcare, Erlangen, Germany) [30]. Randoms and scatter events were not considered while noiseless data were considered to investigate the motion effects on parameter bias. Furthermore, Poisson noise was also introduced in the projection data corresponding to representative cases from each motion pattern (4° rotation, continuous drift and clinical cases). Dynamic projection data were reconstructed using traditional 3-D image reconstruction (3D OP-OSEM up to 10 iterations [21 subset]) as well as using direct 4D image reconstruction (4D OP-OSEM up to 10 iterations [21 subset]). The direct 4D TOF reconstruction was based on an EM-based direct 4D framework, which allows separation between the tomographic and kinetic modelling steps [31]. This algorithm, is based on solving the spatiotemporal 4D maximum likelihood problem in projection space,

\[
\sigma^{opt} = \arg \max_a \sum_a \left( m_a \log (y_a) - y_a \right)
\]

(4)

\[
y_a = \sum_j p_j \hat{y}_j + \eta_a = \sum_j p_j f_j(x) + \eta_a
\]

(5)

where during the lth time frame and in the ith data bin, $m_a$ are the PET measured data, $y_a$ the mean number of events, $\eta_a$ the mean number of erroneous events, $p_j$ the probability system matrix of a photon emitted from the jth voxel and being detected in the lth projection bin and $\lambda_j$ is the number of emissions from the jth voxel in the image during the lth time frame described by a kinetic model $f_j$ with parameter vector $\alpha$ into

$^1$ http://stir.sourceforge.net/
Fig. 2. Simulated dynamic brain data from 5 representative frames without motion (i), for the case of simulating a continuous drift (5 rotations of 1° on each of the depicted frames) as well as for one of the simulated clinical cases, along with the corresponding respective mismatch to the motion-free data (iii, v). In the continuous drift case, the mismatch to the motion free state for each corresponding frame becomes progressively larger as the head progressively rotates around the pivot point in a controlled way, simulating the head relaxing during the course of the scan. In the simulated clinical case, both rotations and translations were simulated based on measured motion during a dynamic HRRT brain scan.

Table 2
Simulated motion patterns for the dynamic [18F]FDG study.

<table>
<thead>
<tr>
<th>Early frames</th>
<th>Middle frames</th>
<th>Late frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>High frequency movement – permanent new position</td>
<td>No motion</td>
<td>No motion</td>
</tr>
<tr>
<td>High frequency movement – permanent new position</td>
<td>No motion</td>
<td>1°, 2° and 4° around the x-axis at the 22th frame [470 sec]</td>
</tr>
<tr>
<td>High frequency movement – permanent new position</td>
<td>No motion</td>
<td>No motion</td>
</tr>
<tr>
<td>High frequency movement – return to original position</td>
<td>2° around the x-axis at the 7th frame [30 sec], –2° around the x-axis at the 14th frame [70 sec]</td>
<td>No motion</td>
</tr>
<tr>
<td>High frequency movement – return to original position</td>
<td>No motion</td>
<td>2° around the x-axis at the 22nd frame [470 sec], –2° around the x-axis at the 24th frame [890 sec]</td>
</tr>
<tr>
<td>High frequency movement – return to original position</td>
<td>No motion</td>
<td>No motion</td>
</tr>
<tr>
<td>Continuous drift</td>
<td>1° around the x-axis at the 17th frame [30 sec] and at the 19th frame [230 sec]</td>
<td>1° around the x-axis at the 23rd frame [590 sec] and at the 27th frame [1790 sec]</td>
</tr>
<tr>
<td>Simulated clinical case 1</td>
<td>Multiple frames with maximum rotations and translations of up to 6.2° and 19 mm</td>
<td>1° around the x-axis at the 30th frame [2690 sec]</td>
</tr>
<tr>
<td>Simulated clinical case 2</td>
<td>Multiple frames with maximum rotations and translations of up to 4° and 4.1 mm</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Representative simulated and fitted regional time-activity curves from the amygdala both for 1-tissue ([15O]H2O) (i) and 2-tissue ([18F]FDG) (ii) models. Data are shown for the severe simulated clinical motion pattern (10 iterations [21 subsets]).
a maximum likelihood problem in image space

\[
\alpha^{(k+1)} = \arg \max_{\alpha} \sum_{j} \left( \sum_{i} p_{ij} \right) \sum_{l} \left( \alpha_{jl}^{(k+1)} \log \left( f_{jl}(\alpha) - f_{jl}(\alpha) \right) \right)
\]

(6)

where

\[
\lambda_{jl}^{(k+1)} = \frac{f_{jl}(\alpha^{(k)})}{\sum_{i} \sum_{j} p_{ij} f_{ij}(\alpha^{(k)}) + \eta_{jl}}
\]

(7)

Using a one-step late approach, Eq. (6) can be approximated with a weighted least square problem:

\[
\alpha^{(k+1)} = \arg \min_{\alpha} \sum_{j} \sum_{i} w_{ij} \left( \lambda_{jl}^{(k+1)} - f_{jl}(\alpha) \right)^2
\]

(8)

with \( k \) being the number of iterations.

The algorithm proceeds by alternating between the tomographic EM image update (Eq. (7)) and the voxelwise image-based least squares kinetic modelling steps (Eq. (8)).

Kinetic parameter estimation for both post-reconstruction kinetic analysis and direct image reconstruction was based on the generalized linear least square (GLLS) method (2 internal iterations for 1-tissue model \([^{15}O]H_2O\) data and 4 iterations for the 2-tissue model \([^{18}F]FDG\) data) while the linear least square (LLS) method was used to initialize the kinetic parameters for GLLS \([32]\). The dynamic \([^{15}O]H_2O\) data were modelled using a 2 parameter model as well as a blood volume component (\(K_1\), \(k_2\) and \(bV\)) while the \([^{18}F]FDG\) data were modelled using a 4 parameter model using also a blood volume component (\(K_1\), \(k_2\), \(k_3\), \(k_4\) and \(bV\)) (see Supplementary Tables s1 & s2).

3. Results

3.1. Noiseless data

Representative simulated and fitted regional time-activity curves (amygdala) from the \([^{15}O]H_2O\) and \([^{18}F]FDG\) datasets are shown in Fig. 3 for the severe simulated motion. For the \([^{18}F]FDG\) data, there is a clear differentiation between the post-reconstruction and direct 4D fitted TACs with the late frames in the latter exhibiting increased...
Fig. 5. Simulated regional TACs from the substantia nigra for both 1-tissue ($^{15}$O)H$_2$O (i-iv) and 2-tissue ($^{18}$F)FDG (v-viii) models. Representative TACs are shown for early (i, v), middle (ii, vi), and late (iii, vii) frame movements as well as for the simulated clinical cases (iv, viii). The simulated continuous slow drift is also shown (i, v) while the motion free case is also visible for comparison.
negative bias up to ~25%. On the other hand, post-reconstruction fitting, even though resembling the direct 4D fit in the early frames (where there is reduced motion) and is similarly biased, it is able to more closely match the simulated amygdala TAC. On the [15O]H2O data, both parameter estimation methods appear to be similarly negatively biased with small differences between them.

### 3.1.1. 2-tissue model

Parametric maps for all simulated motion patterns were generated following model fitting, using both post-reconstruction analysis and direct 4D reconstruction. Fig. 4 shows the estimated kinetic parameters from the [18F]FDG datasets along with the corresponding parametric bias maps for a subset of the simulated motion patterns. Looking at the 3 sudden motion patterns with respect to when motion occurred (Fig. 4(i–iii)), it is apparent that different parameters are affected to a different degree depending on the temporal occurrence of motion. When parameters are estimated post-reconstruction, early frame motion appears to affect all parameters mildly while motion occurring in the middle frames results in an increased k2 bias. When motion occurs late during the scan, k3 and k4 appear to be more susceptible to changes in the TAC. Finally, in both clinically observed simulated motion cases, all parameters appear heavily biased with the least biased parameters being K1 probably due to the fact that motion in the early stages of the scan is less severe. As can be seen in the simulated TACs (Fig. 5), one
case represents mild motion, while the other one represents severe motion with increased rotations and translation even from the scan onset. This can be clearly seen in the severity of parameter bias with parameters in the severe motion case (Fig. 4(v)) being substantially more biased compared to the mild motion case (Fig. 4(vi)). Similar trends can be observed when parameters are estimated with direct 4D image reconstruction; but bias appears to be markedly higher in all kinetic parameters. This is particularly noticeable in the middle and late frame sudden motion patterns and both clinical studies. The increased bias appears to spatially propagate in the entire brain region and not only concentrated on the boundaries of regions with high intensity or kinetic parameter gradient. Similar to post-reconstruction analysis, parameter bias in the direct 4D reconstruction is shown to be related to the time point when motion was initiated, with k4 being the most motion-sensitive parameter and heavily biased regardless of the pattern or initiation time point of head motion. On the other hand, K1 appears to be heavily biased when motion is initiated in the later stages of the scan duration, something which is more often the case in dynamic brain imaging. Quantitative analysis in terms of whole brain kinetic parameter bias in Fig. 6 confirms the qualitative findings. When motion is initiated early during the scan, K1 bias is the highest compared to when motion is initiated later on with bias at ~14% and ~17% for post-reconstruction and direct parameter estimation, respectively. Similarly bias in k3 and k4 is the highest when motion is initiated in the middle and late frames onwards and stands above ~20% and ~25%, respectively, in post-reconstruction analysis. The effect is even more pronounced with direct 4D reconstruction, with parameter bias peaking at above ~30% for k2 and ~40% for k3. Finally, k4 is noticeably more biased compared to all parameters with a bias consistently above 45% regardless of motion pattern. However, it can be seen that k4 bias peaks when motion is initiated late into the scan. K1 as it heavily depends on k2 and k3, which appear to be increasingly biased when motion is initiated towards the later part of the scan, it also follows the same pattern. K1 and blood volume are the least biased parameters with bias consistently below ~20%. Comparing the 2 parameter estimation methods, it is also apparent that direct 4D reconstruction is more sensitive to inter-frame motion, with bias in all parameters being noticeably increased compared to post-reconstruction analysis. This increased sensitivity of direct 4D reconstruction under inter-frame motion can be more easily seen in Fig. 7 where parameter bias maps from early frame motion are seen, at increasing levels of motion, along with the corresponding quantitative analysis (Fig. 8).

For rotations below 2°, parameter bias is kept up to or below 10% across all parameters and with bias mainly concentrated in the boundaries of regions with different kinetics. Bias drops at even lower levels when the patient reverses back in the original position soon after the initial motion was initiated (Fig. 7 (iv)). At these bias levels, the 2 parameter estimation methods appear to be broadly similar with direct 4D showing slightly increased bias mainly in k4. At 4° though, the bias in the post-reconstruction increased to well above 10% for all parameters and in the case of k4 above 50%. At these bias levels, direct 4D reconstruction shows clear bias propagation compared to post-reconstruction analysis.

3.1.2. 1-tissue model

Similarly to Fig. 4, estimated kinetic parameters from the [15O]H2O datasets along with the corresponding parametric bias maps for a subset of the simulated motion patterns, are shown in Fig. 9. As seen in the dynamic [18F]FDG data, the bias amongst parameters is dependent upon the time point of motion initiation with k2 bias increasing going towards late temporal initiation of motion (Fig. 9(iii)).

The volume of distribution follows a similar pattern with bias peaking at 10% after 10 iterations when early motion is initiated, compared to more than 20% when motion occurs towards the end of the scan duration (Fig. 10). On the other hand, K1 is more affected when motion is initiated early on during the scan with a ~17% bias. Comparing the parameter estimation methods, direct 4D reconstruction again appears to be more sensitive to inter-frame motion. Such effect is more pronounced in the 2 cases simulating clinically observed motion levels, where parameter bias is generally higher. Looking again at the parameter bias following early frame motion and at increasing rotation levels (Figs. 11 and 12), both parameter estimation methods look very closely matched. Even though, the bias increases progressively at increasing levels of rotation, it is kept < 15% for K1 and < 10% for the rest of parameters.

3.2. Noisy data

Similar analysis was performed under noisy conditions for a subset of the motion patterns as defined in the Methods section. When noise is considered, parameter estimation is affected not only by motion artefacts, but also by statistical noise, which makes it very challenging to attribute the observed bias to any of these 2 effects. Looking at the bias parametric maps in Fig. 13, it can be seen that k4 again remains the least robust parameter to estimate under the presence of combined noise and motion-induced bias. However, looking across the different motion patterns, the noise-induced bias appears to be the largest contributor to kinetic parameter bias compared to any bias attributed to motion looking at the noiseless data, since parameter bias across all motion patterns shows little difference. The quantitative analysis (Fig. 14) confirms this trend with little to choose amongst the different motion patterns. Comparing the K1 noiseless and noisy cases, we can see the bias going from < 20% to more than 75% for both kinetic parameter estimation methods, confirming the fact that the largest proportion of bias originates from noise in the data. However, in contrast to noiseless data where direct 4D reconstruction appears more biased compared to post-reconstruction analysis, under noisy conditions, the
superiority of the direct 4D methodology is able to counterbalance any deficit due to propagation in all parameters other than $K_1$ and $k_4$ (and even in those both estimation methods appear to be within 5%). On the other parameters, the bias in 4D reconstruction appears to be reduced on average and amongst motion patterns, by more than $\sim 15\%$ in $k_2$ and $k_3$ and $\sim 7\%$ on blood volume and $K_i$, compared to post-reconstruction analysis. Similar behaviour can be seen on the $[^{15}\text{O}]\text{H}_2\text{O}$ datasets with $k_2$, blood volume and $V_d$ bias being more pronounced compared to $K_1$ amongst all simulated motion patterns (Fig. 15). Again little difference can be seen amongst the different motion patterns in Fig. 16 as noise-induced bias appears to contribute to a large extent to the observed parameter bias compared to any motion-induced bias. However, again direct 4D reconstructed parameters appear less biased apart from $K_1$ in which post-reconstruction has a reduced bias by $\sim 9\%$.

To obtain an overview of the differences between the 2 parameter estimation methods, bias and coefficient of variation parametric maps are shown in Fig. 17 and Fig. 18, respectively, for $K_i$ (2-tissue model) and $V_d$ (1-tissue model) using both parameter estimation methods and for the different motion patterns. Comparing bias and variance under no motion to all simulated motion cases, little difference can be seen in most of the regions. Thus under noisy conditions most of bias or variance in the parameters can be attributed to statistical noise in the data compared to bias or variance originating from any inter-frame motion. Bias and variance amongst regions vary especially to regions which are in the vicinity of other regions with significantly activity gradients. To better visualize the relative impact of motion and noise on regional parameter bias under both noiseless and noisy data, scatter plots for all 83 regions in the phantom are shown in Fig. 19 corresponding again to $V_d$ and $K_i$ and using the severe clinically-observed simulated motion pattern. Under noiseless condition, both $K_i$ and $V_d$ estimated with both
parameter estimation methods are negatively biased (Figs. 4(v) and 9(v)). The regression of $K_i$ amongst all regions estimated with direct 4D reconstruction is further biased compared to post-reconstruction analysis, while on the $V_d$ both methods are closely matched. This is due to the additional propagation of bias, as observed in Figs. 6(iv) and 10(iii).

Going to noisy data, bias in the parameters becomes even more pronounced as bias originates not only from motion but most importantly from noise in the data. However, direct 4D estimated parameters are clearly less biased both for $V_d$ and $K_i$. Therefore, despite any deficit due to error propagation, under noisy conditions the direct approach to parameter estimation still outperforms traditional post-reconstruction analysis, even under severe inter-frame motion. This is attributed to the fact that direct 4D reconstruction can estimate less noisy dynamic data leading to less noisy kinetic parameters. Thus the additional error propagation from inter-frame motion is not sufficient to render direct 4D reconstruction more biased compared to post-reconstruction analysis.

![Fig. 9. Simulated and estimated kinetic parameters from noiseless data along with the corresponding bias parametric maps for a representative slice through the $[^{15}O]H_2O$ brain phantom. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction and correspond to early (i), middle (ii) and late frame (iii) motion with a 4-degree rotation, as well as a representative severe (iv) and mild (v) patient motion pattern.](image)

![Fig. 10. Whole brain kinetic parameter bias from $[^{15}O]H_2O$ noiseless data for $K_i$ (i), blood volume (ii) and $V_d$ (iii) at high levels of early, middle and late frame motion as well as during slow continuous drift. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction.](image)

![Fig. 11. Bias parametric maps for a representative slice through the noiseless $[^{15}O]H_2O$ brain phantom. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction and correspond to early frame motion with a 1-degree (i), 4-degree (ii), as well as a ± 2-degree rotation and returning to the original position (iii).](image)
Fig. 12. Whole brain kinetic parameter bias from $[^{15}\text{O}]{\text{H}_2\text{O}}$ noiseless data for $K_1$ (i), blood volume (ii) and $V_d$ (iii) at increasing levels of early frame motion. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction.
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Fig. 13. Simulated and estimated kinetic parameters from noisy data along with the corresponding bias parametric maps for a representative slice through the $[^{18}\text{F}]$ FDG brain phantom. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction and correspond to early (i), middle (ii) and late frame (iii) motion with a 4-degree rotation, as well as a representative severe (iv) and mild (v) patient motion pattern.
analysis which doesn’t suffer from error propagation but is more susceptible to noise-induced kinetic parameter bias.

4. Discussion

Dynamic neuro-receptor and generally brain PET imaging often involves kinetic parameter estimation of fine anatomical structures. Current dedicated brain PET scanners offer the possibility of obtaining voxel-wise parametric maps of micro- and macro-parameters at high spatial resolution, thus making the probing of functional information from such small brain structures feasible. However, due to a number of reasons, voluntary and involuntary head motion can inadvertently produce non-physiologic variations in the voxel-wise and regional time activity curves leading to erroneous kinetic parameter estimates and potentially misleading clinical outcomes. Therefore, in the absence of motion correction schemes during data analysis or in the presence of residual motion following motion correction, it is important to characterize the robustness of kinetic parameters under various motion and kinetic modelling related parameters, such as the level of motion, its temporal initiation, as well as the kinetic parameter estimation method.

The analysis of both 1-tissue and 2-tissue models suggests that different parameters are affected to a different extend depending on the time the voluntary or involuntary motion occurred. In both tissue models used in this study, parameter bias appears to be more severe when initiated towards the late stages of the scan. This is of importance since in most clinical cases motion takes place towards the end of the scan due to fatigue and aches from the prolonged immobilisation. For the $[^{18}F]$FDG datasets, $k_4$ was proven to be the most sensitive parameter regardless at which time point the motion was initiated. On the other hand, on the $[^{15}O]$H$_2$O datasets, $k_2$ was found to be sensitive to
Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction and correlation, as well as a representative severe (iv) and mild (v) patient motion pattern.

Comparing across the 2 parameter estimation methods, different levels of bias were observed. In accordance with our previous observations [24], direct parameter estimation resulted in additional bias. The increased bias in the direct 4D reconstruction appears to be related to the level of bias seen in the post-reconstruction analysis therefore potentially signifying propagation of bias between the tomographic and kinetic modeling steps. As shown in Fig. 7, when the level of motion is small the amount of bias in the post-reconstruction analysis is kept low, the direct 4D estimated parameters match the ones from post-reconstruction analysis. However as the level of motion is increased and parameters become more biased in the post-reconstruction analysis, additional bias is apparent in the 4D reconstruction, something that is of importance when selecting the direct method to parameter estimation. Crucially though under noisy conditions direct 4D reconstruction substantially reduces bias compared to post-reconstruction analysis despite the additional bias due to bias propagation originating from motion. Furthermore, bias differences amongst different motion patterns are small when compared to the level of bias due to noise, though bias propagation due to motion reduces the full benefits of direct 4D reconstruction in the presence of statistical noise. It is also expected that bias propagation due to motion becomes more pronounced at increasing levels of injected dose or improved counting statistics as bias due to noise and the benefits of 4D reconstruction under statistical noise are expected to be reduced. Such an effect is even more pronounced if the effects of emission/attenuation mismatch are taken also into account, thus increasing the overall bias due to inter-frame motion. Such an effect can be seen in Fig. 18 for the mild clinically-observed simulated motion pattern both for K1 and Vd, representing macro-parameters from both 1- and 2-tissue models. The addition of emission/attenuation mismatch adds to the overall bias though the additional bias is less than 4% for both parameters and most of the bias originates from the emission blurring (Fig. 20). However, such a trend might be dependent upon the simulated parameters used in this study as kinetic movement, though on average the biases observed on the 1-tissue model are less than those observed on the 2-tissue model under similar motion level. The number of parameters to estimate in both models may contribute to the robustness of each kinetic parameter to potential motions during the course of the scan similar to the effect under statistical noise. Another reason might be the kinetic parameter variation amongst the 83 regions, since for the [15O]H2O data the simulated parameters used, produce less steep uptake gradients, therefore resulting in less bias in the boundaries between regions. In both models, when the patient returned to the initial position following a movement, greatly reduced the parameter bias compared to if the patient had stayed permanently to a new position following an initial movement. Furthermore, slow drift happening during the course of the scan produced less parameter bias as opposed to sudden changes in head posture.

Fig. 15. Simulated and estimated kinetic parameters from noisy data along with the corresponding bias parametric maps for a representative slice through the [15O]H2O brain phantom. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction and correspond to early (i), middle (ii) and late frame (iii) motion with a 4-degree rotation, as well as a representative severe (iv) and mild (v) patient motion pattern.

Fig. 16. Whole brain kinetic parameter bias from [15O]H2O noisy data for K1 (i), blood volume (ii) and Vd (iii) at high levels of early, middle and late frame motion. Parameters are estimated both with post-reconstruction kinetic analysis and direct 4D image reconstruction.
parameter variation amongst regions might be larger than any variations in the attenuation factors. Therefore, the inter-frame motion-induced bias due to emission blurring might be more pronounced than due to attenuation mismatch.

In this study the simulated phantom included only white and grey matter structures, ignoring bony structures and cerebrospinal fluid (CSF). Therefore, the gradient in emission/attenuation of the bony region and CSF, compared to the brain, could further accentuate any bias observed in the current study. Such emission/attenuation mismatch will also affect scatter estimation and correction [33,34], though the current study did not include any effects from erroneous scatter estimation. We also opted to simulate representative motion patterns in a systematic way as well as using representative clinically observed motion patterns. However, a variety of motion patterns can be encountered in clinical practice with respect to the time of motion initiation and the severity of motion, which can alter the obtained kinetic parameter bias. Usually motion can be encountered at later time points during the course of the scan (t > 10 min). However, it is not uncommon to encounter early head motion, particularly sudden position changes for the reasons elaborated earlier. Therefore, despite the short scan duration of a dynamic [$^{15}$O]H$_2$O scan, motion is still likely to take place, especially in patients with neurological disorders. Furthermore, if repeated [$^{15}$O]H$_2$O scans are performed (e.g. in activation studies), then motion due to fatigue or body aches becomes also more likely to occur.

We investigated 1-tissue and 2-tissue models based on [$^{15}$O]H$_2$O and [$^{18}$F]FDG kinetics. However, using other tracers with higher or lower uptake variation within brain structures could alter the kinetic parameter bias both in post-reconstruction analysis and direct 4D reconstruction. Higher kinetic parameter gradient amongst different brain regions could accentuate TAC errors in the boundaries of regions under inter-frame motion. This in turn could also accentuate additional error propagation when parameters are directly estimated. Such an

![Fig. 17. Regional bias parametric maps of Ki (i, ii) and Vd (iii, iv) for each of the 83 regions in the phantom for 6 different motion patterns (from the top: no motion, 4° early frame movement, 4° middle frame movement, 4° late frame movement as well as severe and mild patient movement). Parameter bias is shown both for post-reconstruction kinetic analysis (ii, iv) and direct 4-D image reconstruction (i, iii).](image1)

![Fig. 18. Regional coefficient of variation parametric maps of Ki (i, ii) and Vd (iii, iv) for each of the 83 regions in the phantom for 6 different motion patterns (from the top: no motion, 4° early frame movement, 4° middle frame movement, 4° late frame movement as well as severe and mild patient movement). Parameter bias is shown both for post-reconstruction kinetic analysis (ii, iv) and direct 4-D image reconstruction (i, iii).](image2)
...motion-induced bias and its propagation within 4D reconstruction could be more detrimental. Under such conditions, motion correction using either frame-by-frame methods or image reconstruction-based methods is highly recommended, especially when the protocol involves direct parameter estimation within a unified image reconstruction and kinetic modelling framework. In the absence of a motion correction scheme, motion-induced bias propagation could be limited by means of a time-of-flight based direct 4D image reconstruction [24]. However, bias reduction seen in thoracic and abdominal imaging can only be realized at substantially higher TOF time resolutions due to the difference in the diameter of the scanned object. Until such time resolutions become available, accurate motion correction schemes are important to realize the benefits of direct 4D image reconstruction for improved parameter estimation.

A natural extension of this work would be to investigate the impact of motion mitigation techniques also considering neuro-receptor studies involving simplified analysis. These can include motion correction...
during or after image reconstruction as well as temporal frame omission in those frames in which motion has occurred and in the absence of any motion correction algorithm. In fact, it is of interest to investigate whether omitting entire frames in which the patient moved and returned subsequently in his original position, can mitigate the effects of motion. In cases where motion occurs early during the scan, where kinetics change rapidly, omitting entire frames might result in biased kinetic parameters. However, if motion occurs towards the end of the scan, in which kinetics are slower, then frame omission might be an alternative method in case motion correction algorithms are not available. Nevertheless, if motion correction algorithms are available, they should be the method of choice even in case where motion correction might not work optimally.

5. Conclusion

Inter-frame motion in dynamic neuro-receptor and brain PET imaging is a substantial source of kinetic parameter bias. Using a number of motion patterns encountered in clinical practice, it was demonstrated that such parameter bias depends not only on the severity of motion but also on the temporal frame of its occurrence. Additionally, post-reconstruction parameter estimation is less susceptible to motion errors also on the temporal frame of its occurrence. Furthermore, post-reconstruction parameter bias depends not only on the severity of motion but also on the motion patterns encountered in clinical practice, it was demonstrated that such parameter bias depends not only on the severity of motion but also on the temporal frame of its occurrence. Additionally, post-reconstruction parameter estimation is less susceptible to motion errors also on the temporal frame of its occurrence. Therefore, it is recommended that motion correction schemes are included as part of the kinetic modelling parameter estimation process, especially in cases when direct approaches are used for generating voxel-wise pharmacokinetic parametric maps.
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